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Abstract: In this paper, we use, extend and apply some classic results of the theory of dynamical systems to study the preservation of synchronization in chaotic dynamical systems via Lyapunov method. The obtained results show that synchronization can be preserved after a particular class of changes are made to the linear part of the dynamical system. For illustrative purposes we apply a compound control law to achieve synchronization in a master-slave system. We also show that it is possible to preserve partial synchronization when an additive perturbation is included in the control law. We present numerical simulations to show the effectiveness of our method.
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1 Introduction

Chaotic dynamical systems and chaos control is a theme that has been widely developed in the last years. The study of systems with this kind of behavior is well documented and there are several papers where applications are presented, as described in [1]. Also, chaos control and synchronization of systems have been studied in [5, 7]. Studies on preservation of synchronization and chaos structure can be found in [3, 4, 2].

In [4], mathematical tools to ensure synchronization and preservation of hyperbolic points are developed, which in this paper are extended, in particular the stable-unstable manifold theorem.

In [3, 4, 2], local stability is preserved, in the present work, it may be possible to achieve global stability if certain conditions are met.

An extension of the stable-unstable manifold theorem is presented. This extension is based on the modification through matrix multiplication and group action over the Jacobian matrix of the dynamical systems used. In general, we will define a nonlinear function that acts over the linear part of the dynamical system, changing it in such a way that this modification preserves hyperbolic equilibrium points.

It was proved in [9], [8], that using a composite control law formed by a linear and a nonlinear part, it is possible to synchronize a master-slave system. They also show that the control law ensures ultimate boundedness in the presence of additive perturbations. In this paper we will extend this work and show that the same design procedure can be used to preserved synchronization in a modified master-slave system.

We provide two simulation examples of master-slave systems to illustrate the application of our methodology. The benchmark dynamical systems are Chua’s system and the Sprott’s Q system. The simulations show how the modified systems still preserve its synchronization properties.

2 Preliminaries

In this section, we present preliminary results needed for the development of our main result. As we know, the local stability of a dynamical system around an equilibrium point is completely related to the sign of the real part of the eigenval-
Definition 1 ([6]). Given a function \( h : \mathbb{C} \to \mathbb{C} \), we say that \( h(\cdot) \) is defined on the spectrum of a matrix \( A \in \mathbb{R}^{n \times n} \), if there exist the numbers
\[
    h(\lambda_k), h'(\lambda_k), \ldots, h^{(m_k-1)}(\lambda_k), \quad k = 1, 2, \ldots, s,
\]
where
\[
    h^{(m_k-1)}(\lambda_k) = \frac{d^{m_k-1}h(x)}{dx^{m_k-1}} \bigg|_{x=\lambda_k}.
\]
The following lemma characterizes some properties that will be used along this work.

Lemma 3. Let \( h_1(s), \ldots, h_n(s) \) be a set of functions, where \( h_k : \mathbb{C} \to \mathbb{C} \), for \( k = 1, \ldots, n \). If \( h_k(\mathbb{C}^-) \subset \mathbb{C}^- \) and \( h_k(\mathbb{C}^+) \subset \mathbb{C}^+ \) then
1. \( \sum_{k=1}^{n} h_k(\mathbb{C}^-) \subset \mathbb{C}^- \).
2. \( \sum_{k=1}^{n} h_k(\mathbb{C}^+) \subset \mathbb{C}^+ \).
3. \( h_k(h_l(\mathbb{C}^-)) \subset \mathbb{C}^- \), with \( k, l = 1, \ldots, n \).
4. \( h_k(h_l(\mathbb{C}^+)) \subset \mathbb{C}^+ \), with \( k, l = 1, \ldots, n \).

3 Basic Result

In this section we extend a classical result on properties of dynamical systems, in particular we present the next proposition, which is an extension of the Local Stable-Unstable Manifold Theorem.

Proposition 4. Let \( E \) be an open subset of \( \mathbb{R}^{n \times n} \) containing the origin, let \( f \) be a continuous differentiable function on \( E \), and let \( \phi_{A,t} \) be the flow of the nonlinear system \( \dot{x} = f(x) = Ax + g(x) \). Suppose that \( f(0) = 0 \) and that \( A = Df(0) \) (where \( Df(0) \) is the Jacobian matrix of \( f \) evaluated at 0), has \( k \) eigenvalues with negative real part and \( n - k \) eigenvalues with positive real part. Given a function \( h : \mathbb{C} \to \mathbb{C} \), defined on the spectrum of \( A \); if \( h(\mathbb{C}^-) \subset \mathbb{C}^- \) and \( h(\mathbb{C}^+) \subset \mathbb{C}^+ \), \( h(0) = 0 \) and \( h \) is analytic in an open set containing the origin. There exist a \( k \)-dimensional differentiable manifold \( S_h \) tangent to the stable subspace \( E_h^s \) of the linear system \( \dot{x} = h(A)x \) at 0 such that for all \( t \geq 0 \), \( \phi_{h(A),t}(S_h) \subset S_h \) and for all \( x_0 \in S_h \)
\[
    \lim_{t \to \infty} \phi_{h(A),t}(x_0) = 0,
\]
where \( \phi_{h(A),t} \) is the flow of the nonlinear system \( \dot{x} = h(A)x + g(x) \). There also exists a \( (n-k) \)-dimensional differential manifold \( W_h \) tangent to the unstable subspace \( E_h^u \) of the linear system \( \dot{x} = h(A)x \) at 0, such that for all \( t \leq 0 \), \( \phi_{h(A),t}(W_h) \subset W_h \) and for all \( x_0 \in W_h \)
\[
    \lim_{t \to -\infty} \phi_{h(A),t}(x_0) = 0.
\]

Proof. Let \( A \) be a matrix with \( k \) eigenvalues with negative real part and \( n - k \) eigenvalues with positive real part. We take the Schur decomposition of the matrix \( A \), [6],
\[
    A = UT_AU^\top,
\]
where \( T_A \) is an upper triangular matrix containing the eigenvalues of \( A \) in the diagonal, i. e.,
\[
    T_A = \begin{bmatrix}
        \lambda_1 & * & \cdots & * \\
        0 & \lambda_2 & \cdots & * \\
        \vdots & \vdots & \ddots & \vdots \\
        0 & 0 & \cdots & \lambda_n
    \end{bmatrix},
\]
with \( \lambda_1, \ldots, \lambda_n \) the eigenvalues of \( A \) and * elements of \( A \) that may or may not be zero.

We take the power series expansion of \( h(x) \)
\[
    h(x) = \sum_{k=0}^{\infty} c_k x^k,
\]
substituting (6) in (8) gives

\[ h(A) = \sum_{k=0}^{\infty} c_k (UT_A U^T)^k = U \left( \sum_{k=0}^{\infty} c_k T_A^k \right) U^T. \]  \tag{9}

Since the multiplication of triangular matrices is a triangular matrix we have

\[ h(A) = U \begin{bmatrix} \sum_{k=0}^{\infty} c_k \lambda_1^k & \cdots & \sum_{k=0}^{\infty} c_k \lambda_n^k \\ 0 & \cdots & \cdots \\ 0 & \cdots & \sum_{k=0}^{\infty} c_k \lambda_n^k \end{bmatrix} U^T, \]  \tag{10}

which is equivalent to

\[ h(A) = U \begin{bmatrix} h(\lambda_1) & \cdots & \cdots \\ 0 & h(\lambda_2) & \cdots \\ \vdots & \vdots & \ddots \\ 0 & 0 & \cdots & h(\lambda_n) \end{bmatrix} U^T. \]  \tag{11}

Since the function \( h(\cdot) \) maps the right-half complex plane and left-half complex plane into themselves, the resultant matrix \( h(A) \), has \( k \) eigenvalues with negative real part and \( n-k \) eigenvalues with positive real part. Now, the result is a consequence of the stable-unstable manifold theorem and Lemma 3. \( \square \)

This result is an extension of Theorem 3.2 from [3], which implies that if we can keep the sign structure of the jacobian matrix, after we apply a certain function to the linear part of a dynamical system, there will still exists a stable and unstable manifolds with the original dimensions. Based on Lemma 3, there exist an infinite family of functions \( h(\cdot) \) that can be applied to dynamical systems and preserve hyperbolic equilibrium points and its dynamical properties.

## 4 Preservation of Control Law and Synchronization

As we mentioned above, one goal of this paper is to preserve synchronization in dynamical systems. To achieve this we applied a function to the linear part of the system and then we use the control law developed in [9], where the control vector \( u \) is formed by a linear and a nonlinear part,

\[ u = u_L + u_N. \]  \tag{12}

Consider the master-slave system

\[ \dot{x} = A x + g(x), \]  \tag{13}
\[ \dot{\tilde{x}} = A \tilde{x} + g(\tilde{x}) + Bu \]  \tag{14}

where \( u \in \mathbb{R}^m \) and \( x, \tilde{x} \in \mathbb{R}^n \) are the master and slave state vectors, respectively. We also suppose that \( g(x) \) is such that for all \( x, \tilde{x} \in \chi \subset \mathbb{R}^n \)

\[ \|g(x) - g(\tilde{x})\| \leq l \|x - \tilde{x}\|, \quad l > 0. \]  \tag{15}

Now, it is proved in [9], that using as control (12) with

\[ u_L = Ke \]  \tag{16}
\[ u_N = \tau(e)B^T Pe \]

where \( e = x - \tilde{x} \) is the error between the state variables, \( K \) is such that \( A - BK \) is Hurwitz and \( P = P^T > 0 \) is the solution of the Lyapunov equation

\[ (A-BK)^T P + P (A-BK) = -Q, \quad Q = Q^T > 0. \]  \tag{17}

we can ensure the error between the master-slave system becomes asymptotically zero. If we choose \( \tau(e) \) as a constant in equation (16), this control is reduced to a proportional control law, but in general it is a function of the error.

**Theorem 5.** Consider a linear function \( h(\cdot) \) as in Proposition 4 such that \( h(A-BK) = h(A) - h(BK) \), if we have the system

\[ \dot{x} = h(A)x + g(x), \]  \tag{18}
\[ \dot{\tilde{x}} = h(A)\tilde{x} + g(\tilde{x}) + \dot{u}, \]

where \( g(x) \) is locally Lipschitz in a domain \( x \in \chi \subset \mathbb{R}^n \) and \( h(\mathbb{C}^-) \subset \mathbb{C}^- \). Choosing a control law such that

\[ \dot{u} = h(BK)e + \tau(e)BB^T \dot{Pe}, \]  \tag{19}

with the pair \((A,B)\) stabilizable and \( \tau : \mathbb{R}^n \rightarrow [0,\infty) \), locally Lipschitz and positive. Then, the error of the system is asymptotically stable if

\[ \lambda_{\min}(\dot{Q}) > 2l \lambda_{\max}(\dot{P}), \]  \tag{20}

where

\[ (h(A) - h(BK))^T \dot{P} + \dot{P} (h(A) - h(BK)) = -\dot{Q}, \]  \tag{21}

is satisfied with \( \dot{Q} > 0 \).

**Proof.** By Proposition 4, \( h(A-BK) = h(A) - h(BK) \) is Hurwitz. Therefore, there exists a matrix \( \dot{P} = \dot{P}^T > 0 \), such that (21) is satisfied.

Forming the error system \( e = x - \tilde{x} \)

\[ \dot{e} = (h(A) - h(BK)) \dot{x} + g(x) - g(\tilde{x}) - \tau(e)BB^T \dot{Pe}, \]  \tag{22}
choosing \( v(e) = e^T \hat{P} e \) as a Lyapunov candidate function and evaluating this along the trajectories of the error system we have

\[
\dot{v}(e) = e^T \hat{P} e + e^T \hat{P} \dot{e},
\]

taking the transpose of \( \dot{e} \), substituting in \( \dot{v}(e) \) and using Lemma 3,

\[
\begin{align*}
\dot{v}(e) &= e^T [(h(A-BK))^T \hat{P} + \hat{P} h(A-BK)] e \\
&= 2e^T \hat{P} (g(x) - g(\bar{x})) - 2\tau(e) e^T \hat{P} B B^T \hat{P} e \\
&\leq -\|e\|^2 (\lambda_{\text{max}}(\hat{P}) l \|e\| - 2\tau(e) e^T \hat{P} B B^T \hat{P} e) \\
&\leq -\|e\|^2 (\lambda_{\text{min}}(Q) - 2l \lambda_{\text{max}}(\hat{P})) - 2\tau(e) e^T \hat{P} B B^T \hat{P} e \\
\end{align*}
\]

If \( \lambda_{\text{min}}(Q) > 2l \lambda_{\text{max}}(P) \) we ensure that \( \dot{v}(e) < 0 \) regardless of the values of \( \tau(e) \) (providing it is positive semidefinite). This implies that the origin of the error system is locally asymptotically stable. If we choose \( \chi \) arbitrary large, then the error system is semi globally stable. If \( \chi = \mathbb{R}^n \) the error system is globally stable.

This theorem is a result for preservation of synchronization in nonlinear dynamical systems, it ensures local asymptotical stability or global asymptotical stability depending of the size of \( \chi \). We will now prove, that this result can be extended to achieve synchronization when we introduce a perturbation to the system in the control law.

A stronger result similar to the proposition 1 in [9] is the following

**Theorem 6.** Suppose that the pair \((A,B)\) is stabilizable with \( B \) full column rank and also that \( \text{Im}(B) = \text{Im}(g(.,t)) \), then under the conditions of Theorem 5, there exist a control law of the form (22) is locally asymptotically stable, where \( h(A) = MA \) and \( M \) being a nonsingular matrix. Furthermore if \( g(x) \) is semi-globally Lipschitz (resp. globally Lipschitz), then there exists a control law such that the error of the modified system is semi-globally (resp. globally) asymptotically stable.

**Proof.** Notice that \( B \) has full column rank and if \( \text{Im}(B) = \text{Im}(g(.,t)) \), there exists a state-similarity transformation such that we can write the system as

\[
\begin{align*}
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} &= \begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix} \begin{bmatrix}
x_1 \\
x_2
\end{bmatrix} + \begin{bmatrix}
0 \\
\mathcal{B}
\end{bmatrix} u + \begin{bmatrix}
0 \\
I
\end{bmatrix} g_2(x,t)
\end{align*}
\]

where \( \mathcal{B} \) is nonsingular and \( g_2(x,t) \) is locally Lipschitz with Lipschitz constant \( l \). In an explicit way we are going to make the state-similarity transformation as follows; consider \( x = Tz \) and \( \bar{x} = T\bar{z} \)

\[
\begin{align*}
\hat{\epsilon} &= \hat{A} \hat{z} - \hat{B} \hat{K} \hat{\epsilon} \\
\hat{\epsilon} &= \hat{A} \hat{z} - \hat{B} \hat{K} \hat{\epsilon} \\
\hat{\epsilon} &= \hat{A} \hat{z} - \hat{B} \hat{K} \hat{\epsilon} \\
\hat{\epsilon} &= \hat{A} \hat{z} - \hat{B} \hat{K} \hat{\epsilon} \\
\end{align*}
\]

In an explicit form (29) transforms the system in a domain

\[
\begin{align*}
\dot{x} &= h(A)x + g(x), \\
\dot{\bar{x}} &= h(A)\bar{x} + g(\bar{x}) + \bar{u},
\end{align*}
\]

and \( h(\cdot) \) as in Theorem 5, where \((A,B)\) is stabilizable, \( g(x) \) is locally Lipschitz in \( x \) in a domain.
yields to
\[
\dot{v}(e) \leq \|e\| \left\{ -\alpha \|e\| + 2\lambda_{\text{max}}(\hat{P})\|B\|\delta_0 \right\} - 2\tau(e)^T \hat{P}BB^T \hat{P}e
\]
\[
\leq \|e\| \left\{ -\frac{\alpha \sqrt{\lambda_{\text{max}}(\hat{P})}}{\lambda_{\text{max}}(\hat{P})} + 2\lambda_{\text{max}}(\hat{P})\|B\|\delta_0 \right\} - 2\tau(e)^T \hat{P}BB^T \hat{P}e.
\]
Then, for
\[
\sqrt{v} > \frac{2\lambda_{\text{max}}(\hat{P})\sqrt{\lambda_{\text{max}}(\hat{P})}\|B\|\delta_0}{\alpha},
\]
\[
\dot{v}(e) < 0,
\]
providing that $G(e) \subset \chi$.

This theorem ensures ultimately bounded stability inside a region defined by $G(e)$, which is function of $\delta_0$, $\lambda_{\text{max}}(\hat{P})$, and $\lambda_{\text{min}}(\hat{Q})$. The size of $G(e)$ depends on how small $\lambda_{\text{max}}(\hat{P})$ is and how large $\lambda_{\text{min}}(\hat{Q})$ is, the smaller $\lambda_{\text{max}}(\hat{P})$ and the larger $\lambda_{\text{min}}(\hat{Q})$ are, the smaller the size of $G(e)$ will be.

As is mention in [9] the condition $\lambda_{\text{min}}(\hat{Q}) > 2\lambda_{\text{max}}(\hat{P})$ is restrictive, nevertheless it is possible to apply the same technique use in Theorem 6 to relax this condition.

5 Examples of Synchronicity Preservation

In this section, we present two examples of a master-slave system driven by a control law designed according to the last section.

5.1 Sprott’s Q system

The dynamical systems used are known as Sprott’s Q systems. Let us consider the master system
\[
\begin{align*}
\dot{x}_1 &= -x_3, \\
\dot{x}_2 &= x_1 - x_2, \\
\dot{x}_3 &= 3.1x_1 + x_2^2 + 0.5x_3,
\end{align*}
\]
and the slave system
\[
\dot{x}_1 = -x_3, \\
\dot{x}_2 = x_1 - x_2, \\
\dot{x}_3 = 3.1x_1^2 + 0.5x_3 + u_3.
\] (44)

The matrix \(A\) that represents the linear part around the origin is
\[
A = \begin{bmatrix}
0 & 0 & -1 \\
1 & -1 & 0 \\
3.1 & 0 & 0.5
\end{bmatrix}
\] (45)

and \(B = [0, 0, 1]\). To place the poles of the system at \([-2, -2.5, -3]\) the state feedback matrix \(K = [-8.9, -3.7]\). Choosing \(Q = I_3\) and solving equation (17) gives
\[
P = \begin{bmatrix}
1.4606 & 0.2758 & -0.0646 \\
0.2758 & 0.4939 & -0.0020 \\
-0.0646 & -0.0020 & 0.0869
\end{bmatrix}.
\] (46)

Setting the value of \(\tau(e) = e^2\), the initial conditions of the Master System to \(x_1(0) = x_2(0) = x_3(0) = 0.05\) and the Slave system initial conditions \(\tilde{x}_1 = 0.1, \tilde{x}_2 = \tilde{x}_3 = 0\). We let the master and slave systems evolve without control until \(t = 100\) when the control law is engaged.

Figure 1 shows the phase portrait of the master and slave systems which exhibit a chaotic behavior. In Fig. 2 the absolute value of the error between the master and slave systems are plotted and the slave system \((|e| = |x - \tilde{x}|)\).

Now we modify the system applying the linear function
\[h(A) = MA,\] (47)

to the linear parts of the system and the control law. We choose \(M\) to be positive definite, so it preserves the sign characteristic of the eigenvalues of \((A - BK)\). Since \((A - BK) = UT(A - BK)U^{-1}\), where
\[
U = \begin{bmatrix}
0.3123 & 0.4827 & -0.8182 \\
-0.1562 & -0.8235 & -0.5455 \\
0.9370 & -0.2981 & 0.1818
\end{bmatrix}.
\] (48)

If we choose \(M = UT_M U^{-1}\) and we set \(T_M\) as
\[
T_M = \begin{bmatrix}
0.5 & -0.05 & -0.05 \\
0 & 0.5 & -0.05 \\
0 & 0 & 1
\end{bmatrix},
\] (49)

\(M\) will be given by
\[
M = \begin{bmatrix}
0.8597 & 0.2577 & -0.0770 \\
0.1868 & 0.6156 & -0.0430 \\
-0.0709 & 0.0064 & 0.5247
\end{bmatrix}.
\] (50)

Choosing again \(\bar{Q} = I_3\) and solving (21) gives
\[
\hat{P} = \begin{bmatrix}
1.5489 & -0.0677 & 0.0853 \\
-0.0677 & 0.8634 & 0.0700 \\
0.0853 & 0.0700 & 0.1425
\end{bmatrix}.
\] (51)

Using \(\tau = 30 + 500\exp(-0.001(|e_1| + |e_2| + |e_3|))\) and the same initial conditions used for the original master-slave system, we solve the modified systems.

Figure 3 shows the synchronization between the master-slave modified system, therefore the original system definitely changes, the new system preserves the synchronization. This can be
Figure 3: Master-Slave modified system, initial conditions \(x_1 = x_2 = x_3 = 0.05, \bar{x}_1 = 0.1, \bar{x}_2 = \bar{x}_3 = 0\).

Figure 4: Magnitude of error between master and slave modified systems (|e| = |\tilde{x} - x|).

seen in Fig. 4 where the errors between the modified master-slave system are presented, in a semi-logarithmic plot, to empathize the convergence to zero. Here again the control law is activated at \(t = 100\).

5.2 Chua’s system

Now, we use the well known chaotic system, Chua’s circuit, to show in a simulation how synchronization is preserved. Let the Master system be given by

\[
\begin{align*}
\dot{x}_1 &= \frac{10}{7} x_1 + 10x_2 - \frac{20}{7} x_3^3, \\
\dot{x}_2 &= x_1 - x_2 + x_3, \\
\dot{x}_3 &= -\frac{100}{7} x_2.
\end{align*}
\] (52)

and the slave system

\[
\begin{align*}
\dot{x}_1 &= \frac{10}{7} \tilde{x}_1 + 10\tilde{x}_2 - \frac{20}{7} \tilde{x}_3^3 + u_1, \\
\dot{x}_2 &= \tilde{x}_1 - \tilde{x}_2 + \tilde{x}_3, \\
\dot{x}_3 &= -\frac{100}{7} \tilde{x}_2.
\end{align*}
\] (53)

The matrix \(A\) that represents this linear part of the system is

\[
A = \begin{bmatrix}
10/7 & 10 & 0 \\
1 & -1 & 1 \\
0 & -100/7 & 0
\end{bmatrix}.
\] (54)

and the matrix \(B\) is \([1, 0, 0]\). We place the poles of the system in \([-1, -1.5, -2]\) thus, the state feedback matrix is \(K = [4.9286, -1.2857, 3.29]\). We choose \(Q = I_3\) and solving equation (17) gives

\[
P = \begin{bmatrix}
11.2795 & 38.9782 & 6.5176 \\
38.9782 & 141.2133 & 20.9429 \\
6.5176 & 20.9429 & 4.5911
\end{bmatrix}.
\] (55)

Now, we set \(\tau(e) = 3.9e^3 + 500 \exp(-0.001(|e_1| + |e_2| + |e_3|))\), as suggested by Theorem 6; the initial conditions for the Master system as \(x_1 = 0.02, x_2 = 0.05, x_3 = 0.04\) and the initial conditions for the slave system \(\tilde{x}_1 = 0.01, \tilde{x}_2 = \tilde{x}_3 = 0\).

Figure 5 shows a phase portrait of the original Chua’s Master-Slave system, where we can see this system reaches synchronization. In Fig. 6 the absolute value for the error between the Master and slave system are shown in a semi-logarithmic plot, to empathize the fact that the error converges to zero.

As shown before, we design a matrix \(M\), that is simultaneously triangularizable with \(A - BK\)
and that preserves the sign structure of the eigenvalues of $A - BK$. We know that $A - BK = UT_A - BKU'$, where $U$ is an unitary matrix

$$U = \begin{bmatrix} -0.7486 & -0.5591 & -0.3564 \\ 0.0919 & 0.4448 & -0.8909 \\ 0.6566 & -0.6997 & -0.2815 \end{bmatrix}, \quad (56)$$

If we let $M$ be given by $M = UT_M U'$ and we choose the upper triangular matrix $T_M$ as

$$T_M = \begin{bmatrix} 0.5000 & 0 & 0.0010 \\ 0 & 0.5000 & -0.0010 \\ 0 & 0 & 1.0000 \end{bmatrix}, \quad (57)$$

$M$ will be given by

$$M = \begin{bmatrix} 0.5763 & 0.1907 & 0.0603 \\ 0.1906 & 0.9766 & 0.1506 \\ 0.0597 & 0.1493 & 0.5472 \end{bmatrix}. \quad (58)$$

Using these values, we solve equation (21)

$$\hat{P} = \begin{bmatrix} 2.9698 & 15.9383 & 0.1208 \\ 15.9383 & 94.7681 & -0.7060 \\ 0.1208 & -0.7060 & 1.0032 \end{bmatrix}. \quad (59)$$

The initial conditions for the modified system are the same that we used for the original system, $x_1 = 0.02, x_2 = 0.05, x_3 = 0.04$ for the Master system and $\tilde{x}_1 = 0.1, \tilde{x}_2 = \tilde{x}_3 = 0$ for the slave system.

Figure 7 shows the trajectories for the solutions of the master and slave systems. In Fig. 8 the error between the master and slave system is plotted in a semi-logarithmic scale so it can be seen that the error converges to zero and the synchronization is achieved.
Partial Synchronization with Perturbations

In this section we use the two modified systems, the modified Sprott’s Q and the modified Chua’s system, to prove that we can achieve partial synchronization when a sinusoidal function, which represents the perturbation, is introduced to the feedback control of the system. Therefore, the new control law has the extra term \( d(t) \) and it will be given by

\[
\tilde{u} = h(BK)e + \tau(e)BB'\dot{P}e + Bd(t). \tag{60}
\]

For the Sprott’s Q system we used \( d(t) = 0.1\sin(t) \) and for Chua’s system we used \( d(t) = 0.2\sin(5t) \). Now we simulate the systems with this new control and using the same parameters that we use for the original systems.

Figure (9) and Fig.(10) show the phase portrait diagrams for the error systems of the modified Chua’s system and Sprott’s Q systems. In this simulations we can see that the error between the state variables do not converges to zero but it remains inside a region ultimately bounded, as was predicted by the theorem.

In Fig. (11) and Fig. (12) is easier to see that the error do not converges asymptotically to zero and it remains bounded as time increases. These plots are in a logarithmic scale and can be compared with Fig. 8 for Chua’s modified system and Fig. 4 for Sprott’s system, where it can be seen that the error converges to zero when the perturbation is not present.

7 Conclusions

If a dynamical system is changed by applying a function of the kind described in this work, when the structure of the sign of the eigenvalues of the jacobian matrix, evaluated in the hyperbolic points is preserved, the new pair master-slave system also achieves synchronization. We suppose
that the chaotic dynamics that the original system exhibits is also preserved. Although the principal interest of this work was to preserve synchronization after modifying a dynamical system, we have proved that the control law we used along this work, which was proved in other paper to work correctly synchronizing a master-slave system, can be modified in its linear part to make the modified master slave system achieve synchronization via Lyapunov method. We have to point out that the value of the parameter $\tau$ is important since the system is really sensible to it.

When a perturbation was introduced to the system, we showed that it is possible to preserve the stability of the error system, but the kind of stability we can ensure is ultimately bounded in contrast of the local asymptotic stability that is obtained when the perturbation in the control law is not present. This ultimate bounded stability means that the error between the state variables, is inside a region defined by $G(e)$, defined in the last theorem.
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